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Plan du Cours

Chapitre 1 : Modcle a variables instrumentales

Chapitre 2 : Modele a décalages temporels
Chapitre 3 : Modcle a équations simultanées
Chapitre 4 : Modele vectoriel autorégressit (VAR)

Chapitre 5 : Cointégration et modecle a correction

d’erreur
2



Chapitre 1 : Modele a variables
instrumentales

1. Rappel des hypotheéses du modele
lin€aire ordinaire

V=g T X ... T X Tu,




Mypotheéses

—H1: E(u)=0

—H2: V(u)=0?

—H3: E(u, u,.)=0 t#t°

—H4 E(xtug =0 —>Ex0gene1te des X ou

ndance ayec le




Propriété de Pestimateur MCO de a

- Sans biais

_ Efficace : Utllise au mieux I'information

disponible dans les données




Que se passe-t-il si E(xu)#0?

- Les variables explicatives ne sont pas exogenes

- I’estimateur des MCO est biaisé




Cas ou cela peut arriver
- Variables explicatives mesurées avec erreurs

- Omission de variables explicatives Z corrélées
avec celles prises en compte X

- Modcle autorégressift avec un terme d’erreur
auto-corrélée

- Modc¢le a équations simultanées

— Comment estimer le modele de facon
convergenter



2. Méthodes des variables instrumentales

- On veut régler un probleme (la non-exogénéité des
explicatives X)

- On va se servir de variables Z dite instruments. ..

...mais les instruments 7 doivent vérifier:
- C1: E(Z’u)=0 (Z exogenes)
- C2: rang(Z)=H (pas de multicolinéarité)
- C3: Z fortement correlée avec X

- C4. H=2K



& onditions d’identification de a
E(Z';u;) =0 - E(Z,t(yt = X,ta)) =0

E(Z';y,) = E(Z':X{)a

On a un systeme de A €équations a K inconnus

C4: H>K assure 1’'identification des coefficients
a



kstimateur a variables instrumentales

- On régresse par MCO les X sur les Z
— X,

- On estime le modele initial par MCO en
remplacant les X, par X,:

—~ I
Vi — X, 0 T

- L’esttimateur de a est 1’estimateur a variables
instrumentales:

a,; = (X'P;X )" 'X'Pyy
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@as particuliers

- Lorsque H=K, on a:

Gy = (Z'X)7'2y




3. Propriétés de Pestimateur

¢ d,; est en général biais¢

- a,; est convergent




4. Test d’exogénéité des variables explicatives

Po: E (X u,) =0

Sous Hj :

d,; et Ao SOnt convergents vers a

Fa

Ug — e —0

Letest d- IHavsmian est base surla difjerence
enyelles deix estnmateirsy cete difjerencesie
doit pas etre sienijicanyvessous Ha:

13



$est d’Hausman

H=T(a,; — amco)ri_l(avi — Qmeo) = X2(K)

[Les logiciels donnent 1a p-value:




Chapitre 2 : Modeles a décalages temporels

Exemple:

Ct:a0+alYt+a2Ct-1 +a3Yt-1 +et




1. Typologie des modeles a décalages temporels

Mod¢les Autorégressifs
C=a,+2,C_, +e, AR(1)
C=agta,C, +...+a,C_+e  AR(p)

Mod¢éles a retards échelonnés

C=a,tb Y +b, Y, +...4+b Y, +e,

Modc¢les Autorégressifs a retards échelonnés

ARDL (p, q)

C=ayta,Cy +...+a C_+byY tbY +...+b Y e




2. Détermination du nombre de retards

& Test de significativité du dernier retard

& Criteres d’information

- Akatke (AIC

— ol s . . .



Chapitre 3: Modeles a équations simultanées

1. Exemple de spécification
Log(C)=a,ta,Log(Y)+a,Log(C_;)+ey
Log(I)=b,+b,Log(Y)+b,Log(l_)+b;Log(G)+e,,
Yt:Ct-l-It-l-Gt

: Consommation privee;

Y : PIB;

Ct
t
I
G, :Dépenses publiques;

.t Investissement prive
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2. Statut des variables et probleme
d’endogénéite

& Variables endogenes
’ Ct . It, Yt




3. Conditions d’identification

Nombre de variables exclues de ['équation doit  étre

supérienr on égal au nombre d'équations moins 1.




4. Méthodes d’estimation

& Doubles moindres carrés

— Variables instrumentales

¢ Maximum de vraisemblance




Chapitre 4: Modeles VAR

1. Série stationnaire?




2. Tests de stationnarité

Tests classiques

- Augmented Dickey-Fuller (ADF)
- Phillip-Perron (PP)

- KPSS




3. Spécification d’un modele VAR

X et Y 2 wvariables stationnaires liées par les

relations:




4. Détermination du nombre de retards

=>» Criteres d’information
- Alkailke (AIG)
- Schwatz (SC)

- Hannan -Ql I




Tests de causalité de Granger

53

.ZaPZO

X ne cause pas Y ~a;=a,..

=0

:dp

=d,...

Y ne cause pas X >d,




Chapitre 5: Cointégration et modele a
correction d’erreur

1. Variables cointégrées, c’est quoi?

X et Y sont dites cointegrees ssi:




2. Tests de cointégration

2.1 Méthode de Engle et Granger (1987)

- On estime par MCO: Y, =X, B+e,

- On teste la stationarité des résidus e,




3.2 Méthode de Johansen(1988)
VAR(k) Xt — HlXt_l + =t + HkXt—k + Et

qui peut s’ecrire sous la forme VECM(k-1):

— |
AXe= 1Ay 1 + \5 iR T E




— Utilise la méthode du maximum de
vraisemblance

— Teste le rang de la matrice autorégressive 11

rang(IT)=nombre de relations de cointégration

Statistiques de test
- Statistique de la trace
- Statistique de la valeur propre maximale

—  diests sensibles au nombre de tetards £, au
nombre de varables et a la presence de termes
deterministes; (constante, trend, dumimy)



2.3 Bounds test de Pesaran et al. (2001)

Dans
INtegtre

Engle-Granger et Johansen: wvariables
es du méme ordre (I(1)

Johansen: méme nombre de retards pour toutes les
variables

[’approche de Pesaran e a/. (2001):
- Variable dépendante I(1)

- Variables explicatives I(0) et I(1)

- Nom|

- Robu
d’end
- Appl

bre de retards différents sur les variables
ste au  probleme  d’autocorrélation et
ogenelte

cation sur échantillons de taille réduite 31



$tratégie du bounds test

- Estimer par MCO

p p
AY; =y + Z myAY; + Z My Xy i +p1Yi—q + P2 Xeq + It
i=1 i=1




- Les valeurs critiques sont tabulées par Pesaran e/

al. (2001)

I(0): borne inférieure

I(1): borne supérieure




$1 Hy: p,=p, =0 estrejetée, il convient de
tester la significativité de p,

St p,=0 : on ne peut conclure a I’existence
d’une relation de long terme entre les variables.

si p,#0 : 1l y a relation de cointégration entre
les variables, qui est dégenérée sous p,= 0.

34



3. Mod¢le a correction d’erreur

S1 X et Y sont cointégrées alors elles admettent une
forme a correction d’erreur :

+u1t

AY =agthe, T AX  +. e AX b AY L +bAY

t-p+1




4. Tests de causalité de Granger

Causalité de long terme
X ne cause pas Y =A,=0

Y ne cause pas X < A,=0




Merci de votre aimable attention

Rendez-vous pour les Travaux Pratiques
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